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Abstract—Recurrent Neural Networks (RNNs) and their more
recent variant Long Short-Term Memory (LSTM) are utilised
in a number of modern applications like Natural Language
Processing and human action recognition, where capturing long-
term dependencies on sequential and temporal data is required.
However, their computational structure imposes a challenge when
it comes to their efficient mapping on a computing device due to
its memory-bounded nature. As recent approaches aim to capture
longer dependencies through the utilisation of Hierarchical and
Stacked RNN/LSTM models, i.e. models that utilise multiple
LSTM models for prediction, meeting the desired application
latency becomes even more challenging. This paper addresses
the problem of mapping multiple LSTM models to a device
by introducing a framework that alters their computational
structure opening opportunities for co-optimising the memory
requirements to the target architecture. Targeting an FPGA
device, the proposed framework achieves 3 x to 5x improved per-
formance over state-of-the-art approaches for the same accuracy
loss, opening the path for the deployment of high-performance
systems for Hierarchical and Stacked LSTM models.

I. INTRODUCTION AND MOTIVATION

The recent advances in Machine Learning, especially Deep
Neural Networks (DNN), have reignited the interest of re-
searchers and practitioners on Neural Networks and their varia-
tions. With the abundant availability of data and computational
capacity provided by modern GPUs, training of large DNNs
with good generalisation properties became possible and led
to unprecedented performance. Systems that rely on DNNs
can efficiently perform a variety of tasks in applications from
computer vision, to image understanding, scene analysis [1]
and Natural Language Processing (NLP) [2].

In the case where long-term dependency capture is desired
on sequential and temporal data, such as in the case of image
captioning and NLP, Recurrent Neural Networks (RNN), a
form of Neural Network with feedback connections, have
demonstrated to be a suitable and efficient solution. However,
standard RNNs suffer from vanishing and exploding gradients
making their training a challenging task. An RNN variant, the
Long-Short Term Memory (LSTM) network [3], addresses the
above problem by introducing new structures, leading to their
quick adoption in a large number of applications.

In case where the latency or throughput of the developed
system is of concern, the mapping of LSTMs to a computing
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device is a challenging task, due to the low computation to
communication ratio and the inherent dependencies in the
LSTM operations. An LSTM network is based internally
on structures (i.e. gates) that resemble networks with fully
connected layers, that are manifested through matrix-vector
multiplication operations, followed by non-linear functions.
Any exploited parallelism is limited by the computational
dependencies of the LSTM structure (i.e. recurrent connec-
tion). Moreover, the above problem is further amplified when
multiple LSTMs need to be deployed as part of the application
in the form of independent parallel executed LSTMs. Such
case is where a number of independent outcomes are required
based on the same input data, or in the utilisation of Stacked
LSTMs [4], that extend the capabilities of LSTMs to longer
time intervals. Example of applications can be found in [5]
and [6], where Hierarchical Recurrent Neural Networks for
skeleton-based action recognition are proposed, as well as in
[7] where the authors propose a framework that utilises a
two-stream Recurrent Neural Network pipeline for the task of
action recognition. Finally, Li et. al. [8] propose a hierarchical
LSTM model for building coherent long text for natural
language generation and summarization.

Research effort in the efficient mapping of an LSTM to a
device has focused only on the case where a single LSTM
is required to be executed at any point of time [9], [10].
State-of-the-art approaches aim to increase the computation
to communication ratio by reducing the memory accesses and
computation cost through the investigation of parameter quan-
tization and compression, as well as by pruning of connections
(i.e. removing redundant network parameters [11]). Towards
the above effort, the existing space can be divided into methods
that require a re-training stage, allowing the methodologies to
produce highly optimised designs [10], and approaches such
as in [9] that assume no availability of data for retraining,
focusing more on the generality of the approach.

This paper departs from the previously published ap-
proaches by focusing on the problem of mapping multiple
LSTMs in a device, and more specifically in the case where
these LSTMs are independent of each other apart except that
they are part of the same application. Also, focusing on the
generality of the approach, no assumption on the availability
of training data is made.

The main contributions of the paper are as follows:

« a methodology is proposed for approximating for the



first time multiple LSTMs together, rather than each
separately; the methodology allows iterative refinement
of the LSTMs approximation leading to tunable and
improved computation to communication ratios.

« an approach that exposes the computational and memory
capabilities of the targeted device to the approximation
algorithm, through structured pruning over the introduced
refinement stages, leading to an architecture with im-
proved device utilisation.

To the best of authors’ knowledge this is the first work in the
literature that addresses the important and timely problem of
mapping multiple LSTMs on a device.

II. BACKGROUND
A. LSTM Networks

An LSTM network processes an input x* and produces an
output h’ in every time-step ¢, where x and h denote vectors.
Key to the operation of the LSTM is its recurrent connection
of its output to its hidden units allowing the network to pass
information over a number of time-steps, where regulation of
the information flow is controlled through four modules called
gates. Figure 1 illustrates the flow of an LSTM, where the
details of the LSTM gates are given in Equation 1, where b
and © denote a bias vector and the element-wise multiplication
operator. The input gate, i’, along with the cell gate ¢!
determine the amount of input information that propagates to
the output of the network, whereas the forget gate, £, controls
the amount of previous information that will be maintained by
the network. The output gate, o, determines how much of the
current state will be propagated to the network output.

The above gates are instantiated through non-linear func-
tions, such as sigmoid o(-) or hyperbolic tangent functions
tanh(-), that operate on linear functions of the current input
x* and of the previous time-step output h’~'. Computationally,
each gate is based on matrix-vector multiplications, and it is
parameterised with a set of weight matrices, W, and W,..,
responsible to modulate the current input and previous output.

i'=o(x' Weur, +h'™" Wi +b;)
f' =o(x' Weur, +h™ - Woee, +by)
¢ =f oc ! +i' ©tanh (x" - Weyr, +h'™1 - W, +be)
of — U(Xt “Weur, + ht—1 “Woee, + bo)
h' = o' ® tanh(c")
(1)

B. SVD-Based Approximation

Typical DNNs, including LSTMs, utilise matrix-vector mul-
tiplication operations leading to designs whose performance
is memory-bounded as a large number of parameters (i.e.
weights matrix) needs to be accessed for the computation
over a single input vector. Techniques to address this problem
rely on batching multiple input vectors, sharing the weights
access across multiple inputs, and/or pruning/approximating
the weight matrices, reducing as such the data that need to
be accessed per input. In the case of LSTMs, the former

Fig. 1. LSTM flow for processing output h? and cell state ¢t at timestep t.

technique cannot be applied due to their recurrent connections,
and effort is placed on the latter approach in order to improve
the computation over communication ratio.

Possible techniques to prune/approximate the weights ma-
trix include weights quantization, pruning of certain weights
[10], as well as approximations of the weights matrix through
rank-1 decomposition [12].

Decomposition of a matrix through rank-1 approximations
expresses a matrix W as a linear combination of rank-1 matri-
ces. The decomposition is achieved through the Singular Value
Decomposition (SVD) algorithm that decomposes a given
matrix W into 3 orthogonal matrices U, S, V as W = Usv?’.
The original matrix W can be approximated by selecting to
utilise the first R rank-1 matrices of the decomposition (i.e.
the ones that correspond to the largest eigenvalues), where the
SVD algorithm guarantees the optimality of the approximation
under the Mean Square Error (MSE) metric. As such, the
matrix W can be approximated as:

R
W~ Z S; u; V;TF
K2
where u; and v; correspond to the ith column and row of the
U and V7 matrices respectively, while s; is the ith element of
the main diagonal of the diagonal matrix S. The approximation
leads to a reduction on the amount of data that need to be
accessed as well as allows the matrix-vector multiplication
computation to be performed through a series of dot-product
calculations, as it will be shown later.

III. PROBLEM FORMULATION

The work considers the general problem of accelerating the
execution of multiple LSTM models that operate in parallel
on synchronised inputs, and the device of choice is an FPGA.
The parameters of the models are assumed to be stored in the
off-chip memory, increasing the applicability of the approach
to large problem sizes. The problem is formulated as follows:
given a set of N LSTM models M, with weight matrices
Wéype, with type € {curgate, recgate} for gate € {3, f,0,c},
and a target FPGA device D, derive an implementation that
minimises the latency of their execution. More specifically, the
work focuses on the case of a lossy mapping, where an error



in the approximation on the final results of the computation is
allowed but bounded by a user-specified threshold.

The proposed approach builds upon the work of Rizakis et
al. [9], but it extends their problem formulation to address
the case of multiple LSTMs. The key idea is to provide
a decomposition of the weight matrices of the LSTMs in
order to facilitate the necessary computations as a trade-off of
latency and quality of the final result, along side with providing
computational structures that would fully exploit the compute
and memory capabilities of the targeted device.

Towards this, the proposed approach is based on the Singu-
lar Value Decomposition algorithm applied to a set of input
matrices W1, ..., Wy, producing a set of rank-1 matrices (i.e.
matrices that can be expressed as the product of two vectors
u@, v(¥) whose linear combination constructs the original
input matrices. Such decomposition guarantees the least error
in the approximation of the input matrices under the Mean
Square Error (MSE) metric for a given number of rank-1
matrices used in the approximation [13].

As such, focusing on our problem formulation, the proposed
approach aims to produce a single set of rank-1 matrices that
approximates all the weight matrices of the same type W,’;ype
across the N LSTM targeted models. Thus, our approach
allows us to share the u® and v(¥) components across the
N LSTM models M, and in doing so reduces the memory
footprint of the models for a given targeted approximation
error. Equation 2 indicates the approximation of a single
matrix with R rank-1 matrices, where the type and gate
indices have been dropped for clarity.

R
Wy, =~ ZSj(i) ©) (u(i) ~v(i)T), j=1,.,.N (2
i=1

Algorithm 1 lists the necessary steps for decomposing N
given weight matrices Wy, ..., Wy into the R components
u®, 5;( and v(V). The algorithm also sparsifies and quantizes
such components to improve the mapping to the device.

The algorithm begins by initializing a set of error matrices
E;,...,Ey and one set of approximated weight matrixes
Wi, ..., Wy. After initialization, for each of the refinement
steps R, the algorithm first updates the error matrices by
taking the difference between the original matrices and the
partially reconstructed ones, i.e. approximated (line 5). Upon
constructing the new error matrices, at line 6 we apply the
decomposition described in [13] to obtain the u¥, s;(¥) and
v components. This decomposition aims to minimize the
MSE of the approximated matrices reconstructed from the u(*),
;) and v(¥) elements.

It has been shown in the literature that neural networks are
able to maintain their accuracy after the sparsification of their
weight matrices, i.e. setting most of their weight values to
zero, thanks to a process called pruning [11]. A standard de-
facto way of pruning a network consists of an iterative process
where a first step applies zero masks to the network matrices,
followed by a fine-tuning step, i.e. retraining process. In this
work, we propose a structured pruning of the u(® and v(*

Algorithm 1: Decomposition algorithm.

Data: N x W weight matrices, R number of refinement steps, 7, and
T number of tiles, ZT,, and ZT;, number of tiles to prune.

1 begin
2 E;«—0, ¢=1,...N
3 | Wie—0, i=1,.,N
4 for i in R do
5 Ej «— W; -W;, j=1,.,N
6 ul®d s y(1) « qecompose(E)
7 for j in ZT,, do
8 zu(D[j] +— arg min{|mean (u([%]) |}
k
9 uD[zuD[5]] «— 0 // pruning
10 end
11 for j in ZT, do
12 20 [j] +— arg min{|mean (v(¥) [k])[}
13 v 20D [5]] +— 0 // pruning
14 end
15 A +— Q). Q(V“)T)
16 W, «— QW,) +Q(s)) 0 A, j=1,..,N
17 end
18 end

vectors that does not require retraining the network. Please
note that s;() are scalars and therefore are not pruned. In
order to prune, we first divide the vectors u(® and v(¥) into
T, and T, tiles respectively. Afterwards, we select the Z7T,
tiles from vector u(¥ and the Z'T, tiles from v(® that contain
the values with the minimum absolute magnitude, lines 8 and
12. Finally, all the elements of the selected tiles are assigned
to zero. Pruning reduces both the amount of operations needed
and the number of tiles, i.e. weight values, to be accessed.
Furthermore, a quantization operation of the pruned vectors
u® and v and the scalars s;(*) (indicated with the Q(-)
operator) is performed, before the algorithm moves to the next
refinement step. The quantized vectors are multiplied together
to form a shared matrix A (line 15). The matrix A is then
multiplied by the quantized scalars sj(i) and added to the
partial approximation matrix Wj.
At the next iteration, the approximation matrices
Wi,...,Wx will include the errors introduced by both
the pruning and quatization processes. The decomposition
step will therefore generate components u(?, s(9) and v(®
that account for such errors, minimizing the overall MSE.

IV. ACCELERATOR DESIGN

In order to accelerate the execution of N LSTM layers, we
applied our approximation algorithm to the weight matrices
W iype, With type € {curgate, recqate } and gate € {1, f, ¢, 0}.
In particular, we approximated the weight matrices of the same
type and gate together, because we empirically found them to
have similar structures. For example, we made all the current
forget gates (W$*") of the N LSTMs share the same u®
and v(®) vectors (we will refer to this operation as merging).
Merging same type of gate matrices overall yields lower MSE
compared to stacking the gate weight matrices together and
then approximating them. We believe that the reasons for this
are twofold: first, the size of the approximated matrices is
smaller, therefore the MSE can decrease quickly with fewer
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Fig. 2. Reduce products x§. -u® with R=8, T, =4 and ZT,, = 2.

refinement steps R. Second, the gates across different LSTM
models perform a similar function and so the information
filtered out by our algorithm tends to be the same, thus
improving the approximation MSE. Nevertheless, the above
behaviour is application dependent and other constructions
should be considered.

Our FPGA accelerator’s key computation is the approxi-
mated vector-matrix multiplication of the N LSTM inputs with
the gate weight matrices, as exemplified in Equation 3, which
approximates the multiplication between the input vectors x§-
with the current forget gates weight matrices W4"".

R
X; . ;:” ~ Z (xz ~u§f)) -ngz)) @ng)7 ji=1,..,.N (3
i—1

The matrix-vector multiplication is effectively decomposed
in three parts: a dot product (x§- -u®), a scalar-scalar mul-

tiplication (-s fy)) and finally a scalar-vector multiplication

(@ng)). Equation 3 is applied to both the current and the
recurrent gates of the LSTMs, just by using, for the recurrent
gates, the previous output h;‘l and the properly sized vector
components. Notice that all the elements of the equation are
quantized and that the vectors u(” and v(*) are also pruned.
A visual example of the R dot products of Equation 3 is
depicted in Figure 2. In this example all the u® vectors
contain exactly two non-pruned tiles and two pruned tiles.
The pruned tiles of the u*) vectors are dashed. Only the non-
pruned tiles participate to the final computation, thereby saving
time and resources required to perform the product.

The accelerator is designed in a dataflow fashion, illustrated
in Figure 3. Inputs and weights are stored in the DRAM
external memory and fed to the FPGA accelerator through
the four available high performance AXI ports which are
directly connected to the memory controller. Each AXI port is
connected to a Direct Memory Access (DMA) unit that feeds
the processing kernels with the respective data. The accelerator
is composed of the following main building blocks:
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Fig. 3. The proposed dataflow accelerator architecture. The approximated
current and recurrent LSTMSs gates are processed in parallel by eight SVD-
kernels. The o-kernels compute the final steps of the LSTMs algorithm. The
DMAss stream the required inputs and weights from memory to the kernels.

a) SVD-Kernels: they are responsible of the execution of the
approximated matrix-vector operation of the LSTM gates,
as reported in Equation 3. There are a total of 8 kernels,
4 for the current matrices of the LSTM gates and 4 for
the recurrent ones.

Input DMAs and tiles dispatchers: they are in charge
of transferring the inputs of the two LSTMSs from main
memory to the correct engines. In addition, they offer
temporary on-chip buffers to store the N LSTMs’ inputs
xt and h!~' maximizing data reuse. Only the tiles cor-
responding to the non-pruned u-vector tiles are then read
from the buffers and broadcasted into the MAC units of
the SVD-kernels.

u, s, v DMAs: these DMA units fetch the non-zeroed tiles
of the u®, v, 5,() weight vectors to be streamed into
the SVD-kernels.

o-Kernels: their task is to apply the gate biases and the
required non linear operations, listed in Equation 1, to
the product of the inputs with the approximated weight
matrices. There are N o-kernels, one for each LSTM.
o DMAs: these DMAs supply the data to the o-kernels,
i.e. the bias vectors and the previous LSTMs cell states.
They also are used to write back the final computation to
main memory.

The block diagram of the input DMA, tiles dispatchers and
SVD-kernel is shown in Figure 4. The SVD-kernel computes
Equation 3 and is composed of two types of units: U-unit and
V-unit. Within the kernel, there are N U-units and N V-units.
The U-units are responsible for computing the dot product
reported in Equation 4.

5‘1) =x! [nzugj)] ~uWnzu,
j=1.,N; k=1,.,T,—-ZT,

Each U-unit includes T,, — ZT,, parallel multiply-accumulate
blocks and an adder tree. In order for the U-units to perform
their computation, the N input tiles dispatcher supply the non-
pruned input tiles, while the u(¥ tile dispatcher broadcasts the
non-pruned tiles. Thanks to the list of indexes nzu the N input
tiles dispatchers read the input tiles corresponding to the non-
pruned tiles of u(” and then stream them from their on-chip
buffers to the respective MACs within the corresponding U-
unit (recall Figure 2).
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Fig. 4. Dataflow architecture of one of the eight SVD-kernels for processing
four LSTMs. The kernel is composed of two types of sub-blocks, the U-Unit
and the V-Unit. There is one set of U-Unit and V-Unit per input. All U-Units
(V-Units) are fed by the same u(® DMA and u(?) weight tiles dispatcher
(v(®) DMA and v(%) weight tiles dispatcher), since the u %) and v(®) vectors
are shared across the different LSTMs.

The N x R scalars a:uy) produced by the U-units are

then multiplied by the s(li),...,sg-i) scalar components and

forwarded to the kernel’s V-units as msy). The V-units per-

form the operations in Equation 5, i.e. the last step of the
approximation process.
~ R . .
N W= ) oyl
i=1
k=1,...T,— ZT,

)
j=1..,N;

Like for the U-units, there is a weight dispatcher which is in
charge of supplying the V-unit’s MACs with the non-pruned
v(® vector tiles. In order to multiply and accumulate the a:g’])
scalars with the non-pruned v(*) weight elements, each V-
unit utilizes a partitioned accumulation buffer. The buffer is
partitioned tile-wise to allow parallel access to it from the
MACs. Once the refinement steps are completed, the V-units
stream out the final approximated products x§- 'Wj from their
accumulation buffers.

Finally, the results of the SVD-kernels are streamed to the
o-kernels for applying the last non-linear functions required

by the LSTMs.

V. PROPOSED FRAMEWORK

In this section we describe a framework for identifying
the combination of design parameters which best tradeoff the
accuracy and execution time of accelerating N LSTM models.
The initial part of the section describes our methodology, while
the next and final one details the roofline model we use to
estimate the performance of our accelerator during the design
space exploration phase.

TABLE I
LIST OF DESIGN PARAMETERS OF THE FRAMEWORK.

[ Symbol ] Description
R Amount of refinement steps.
T Number of tiles of the u(® vectors.
ZTy, Number of pruned tiles of the u® vectors.
Ty Number of tiles of the v(¥) vectors.
ZT, Number of pruned tiles of the v(® vectors.
B Byte size of the quantized LSTM’s input and weight values.

A. Methodology

There is a large number of design parameters, i.e. number of
refinement steps, tile size, pruning percentage and quantization
(detailed in Table I), each having a large range of possible
options, which make the design space huge and impractical to
search exhaustively. We have defined the following methodol-
ogy to select one, or at most a few, design points, which are
promising for achieving a good performance-accuracy trade-
off and fit in the target FPGA device.

First, we set particular performance and accuracy goals, as
well as the resource constraints for our target design. Designs
with accuracy below a certain threshold or excessive need
for resources are not further considered. However, measuring
actual accuracy requires heavy application-level simulation
of the particular design point. Similarly, measuring actual
resource requirements and performance requires a design
implementation, which is time consuming. Our experiments
indicate that the most critical and limited device resources
are the DSP slices and BRAMs, for which analytical models
have been developed. The proposed approach adopts analytical
models that provide indications for accuracy, need for critical
resources, as well as for performance for each design point.
Based on these models we select the most promising design
points for further evaluation and eventually implementation.

Second, we search the design space based on the accuracy
criterion. We get an indication of the accuracy drop compared
to the original application (before SVD approximation, prun-
ing and quantization, etc.) using the average Mean Square
Error (MSE) between the original stacked weight matrices W
and the SVD approximated ones W, defined in Equation 6.
Subtraction and square operations are performed element-wise.

(6)

Our conjecture, confirmed in the next section, is that a
small MSE is a necessary condition for low accuracy drop.
Consequently, design points with MSE below a MSE threshold
(Tysg) are selected for further evaluation. These design
points are subsequently selected for simulation in order to
measure their actual accuracy drop. Out of those, the design
points with actual accuracy drop below our accuracy threshold
(T,cc) are selected to continue in the next step of our design
space exploration process.

Third, the design points that passed the accuracy check
are then evaluated for their resource requirements and per-
formance. In order to avoid generating a hardware imple-
mentation for all of them, the need for DSP slices and

MSE(W, W) = mean((W — W)?)



BRAMs is estimated. Designs that need more critical resources
than available on the device are dropped. Subsequently, the
attainable performance based on our roofline model (described
in the following subsection) is used to estimate their execution
time as in Equation 7.

Ops
Ops/s

Nops
Attperf

t€$€ -

)

The designs with the lowest attainable execution time are
finally implemented in the FPGA board at hand and their
actual performance is measured.

B. Roofline Model

For estimating the execution time of our FPGA accelerator
we derive a roofline model for calculating the attainable
performance of the possible designs [14], [15]. The attainable
performance is defined in Equation 8 as the minimum value
between the Computational Performance (CP) and the product
between the maximum available bandwidth of the system B,,
and the Communication To Computation ratio (CTC).

Ops

Attpers = min {CP, CTC - B,,} (8)

S

The CP can be estimated as in Equation 9, where N,
and Ngyces are the total number of performed fixed point
operations and the estimated amount of execution cycles,
respectively.

cP Nops | Ops ©)

= 1
Ncycles - il s

For our accelerator, the amount of required operations is
reported in Equation 10. In an LSTM there are four gates,
each including a pair of current and recurrent matrices, giving
8 matrices in total, four of which having dimension I x H
and four H x H. The U-units and V-units perform a series of
MAC operations, so 1 MAC corresponds to two operations.
The amount of non-linear operations on each hidden value
is estimated to be equal to 24, leading to Nops, amount of
operations for the o-kernel.

Nops = N - (Nops,, + Nopss + Nops, + Nops,)
=N-(Nops,+R-8+ Nops, +24- H)

Nops, = R - (4- (T — ZT.) - (Ti +T£)) 2 (10)
Nopsq,:R'S-(Tq,—ZTq,)'TEQ

In order to finally compute the CP value, we need to
estimate the required execution cycles, i.e. the accelerator’s
latency. The accelerator’s latency is reported in Equation 11.
Since the accelerator is designed in a dataflow fashion, we
only consider the slowest accelerator’s module and therefore
the overall latency will be the maximum latency value among
the hardware modules. Please notice that each LSTM weight
matrix is mapped to a different SVD-kernel, so there are
8 SVD-kernels in total running in parallel. The N inputs,

corresponding to N LSTM models, are also processed in
parallel within each SVD-kernel.

NCyCZeS = max {Ulatency; Slatencya Watencya Ulatency}
H

= maX{Ulatency7 R7 R (Tv - ZTv)a 7 T7}
v

Ulatency = R maX{Tiu, TEU’ loga (T, — ZTu)}
Y
The last value we need for calculating the attainable perfor-
mance is the CTC, which is reported in Equation 12. The CTC
is defined as the ratio between the total number of operations
Nops in Equation 10 and the total amount of transferred data
(in Bytes), reported in Equation 13.

Ops
Byte

Nops

CTC = - -
in+ out +w + nz + bias

12)

in+out:N~<(I+H)+2 H)-B
nz +bias=R-8-(T,+7T,)/8+4-H-N-B

W = Ugize + Ssize T Vsize
R-4-(T ZT, ! B (1
Usize = . '(u_ u)(ﬁ""ﬁ)

T

Ssize =R-8-N-B
Usize:R's'(Tv—ZTv)'H/Tv~B

The values that need to be read and written are divided in
several groups. The in and out values comprise the input and
output vectors for the N LSTM models. The weights that the
accelerator requires are the bias values, the non-zero indexes
nz (which are bit vectors of size proportional to the amount
of tiles T, and T;,) and finally the approximated weight values
w. The value of w includes the u, s and v components, which
sizes are referred to as Ugj,e, Ssize aNd Vgjze.

VI. EVALUATION

In this section we describe the experimental setup and
present a validation of the models described in the previous
section followed by the evaluation of the proposed design in
terms of performance and obtained accuracy.

A. Experimental setup

For the evaluation of the proposed framework, a multi-
ple LSTM model that is trained for the Fashion MNIST
dataset [16] is utilised. The Fashion MNIST dataset is a drop-
in substitute for the MNIST dataset, but the classification task
is considered more challenging [17], [18]. The targeted net-
work model consists of two main branches, each containing an
LSTM model [19]. For performance results, the software runs
on the Processing System (PS) of the FPGA, which features
four Cortex-A53 MPCore processors, ARMv8 architecture,
running at 1.2GHz. The accuracy was tested by plugging in our
HLS implementation to the Keras execution flow. The neural
network was modeled in Keras 2.2.4 using Tensorflow 1.13.1
as a back-end.
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Fig. 5. Correlation between accuracy drop and MSE of the approximation.

For the evaluation of the proposed hardware architecture
(denoted as SVDn-HW), we used a Xilinx Zynq UltraScale+
MPSoC ZCU104 FPGA. In order to generate the description
of the hardware module from its high-level representation, we
used Xilinx SDSoC 2018.3 tool.

We compared our proposed system against two software and
two hardware implementations:

o LSTM-SW: Software implementation of baseline LSTM
models using GEMV function from OpenBLAS library.
Float32 values are used for both activations and weights.

o LSTM-HW: Hardware (FPGA) implementation of base-
line LSTM models comprised of 8 parallel 1D systolic
arrays for the dense matrix-vector computation (loosely
inspired by [20]), followed by a non-linear unit.

o SVDn-SW: Software implementation of the SVD opti-
mization of the LSTM models that utilizes the same
weight values of SVDn-HW before quantization. SVDn-
SW performs computations on dense weight matrices,
despite having many zero values since the OpenBLAS
library does not support sparse computation.

e SVDI-HW: A hardware (FPGA) implementation follow-
ing the design methodology described in [9], where the
mapping of each LSTM model is optimised in isolation.

B. Validation of accuracy, performance and resource models

Next, we present a brief validation of the accuracy, perfor-
mance and resource models presented in Section V.

Regarding the validation of the accuracy model, in Figure 5
we show different design points for the proposed architecture
characterized by the (average) MSE of its approximated LSTM
weight matrices and the accuracy drop of the result, when
compared to the correct output. Note that in this Figure we
include design points for 32-bit floating-point as well as 8-
and 16-bit fixed point implementations.

In general, it is possible to observe that the lower accuracy
drop occurs for the lower values of MSE. Nevertheless, there
are design points where a low MSE results in high accuracy
drop. Consequently, choosing a design point with low MSE
is a necessary but not sufficient condition for achieving a low
accuracy drop of the result. An in-depth view is shown with
the expansion of the bottom left corner, where it is possible
to observe a correlation between the MSE and the accuracy
drop. The values in that region are though very small, with
very small differences between themselves. The red triangles
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in the expanded section show the design points that we have
selected to explore in more detail.

Figure 6 shows the roofline model of our accelerator pro-
cessing two LSTM layers. The design points in the roofline
have different parametrizations of the elements reported in
Table I. We can notice that most of the design points hit
the bandwidth limit, meaning that the computation is mainly
memory-bound. The points highlighted by red triangles are
the ones selected in Figure 5 based on accuracy. Based on the
attainable performance of the roofline model, the validation of
the execution time estimation model (in equation 7) is depicted
in Figure 7. The estimated and measured values of execution
time are normalized to each one’s corresponding largest value.
From this Figure it is possible to observe a high correlation
between the estimated and the measured execution time, thus
allowing us to use the model as a way to predict which designs
achieve higher performance.

Lastly we validated the model for hardware resources. The
DSP utilization estimate perfectly matches the count reported
in place and route. The estimated BRAM usage shows a 1%
relative error on average when compared with HLS reports and
18% versus post place and route results. We believe that the
high error compared to post place and route BRAM utilization
is because the Xilinx SDSoC 2018.3 tool introduces (when
available) additional BRAMs for optimizations, which are hard
to foresee and accurately estimate.

C. Evaluation of the proposed design

Next, the evaluation of the proposed design is presented
in terms of execution time and accuracy drop of the output
result and compare it to the alternative designs. The results are
shown in Figure 8. The first observation is that, as expected,
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the baseline implementations without approximation (LSTM-
SW and LSTM-HW) are the only ones achieving a 0% accuracy
drop. Nevertheless, this is achieved at a high latency, higher
than any other design presented. Another expected observation
is the fact that all SVDn-SW points have a higher latency
than the corresponding SVDn-HW points. The difference ob-
served ranges between a factor of 3.1x and 5.6x. Another
interesting comparison is between the proposed SVDn-HW
and the previously proposed SVDI-HW. In particular, it can
be observed that the fastest SVDn-HW design is 1.7x faster
than the fastest SVDI-HW, considering all plotted points have
acceptable accuracy. The most accurate SVDn-HW design has
14x lower accuracy drop than the most accurate SVDI-HW,
considering all plotted points have acceptable performance.
This is explained by the fact that SVDI-HW applies a similar
SVD-based methodology as our approach but does not exploit
possible redundancies between weight matrices across LSTM
models. As there is a trade-off between accuracy drop and
performance, the best SVDn-HW design in the pareto-front is
2x faster and 4.5x more accurate than the best SVDI-HW.

VII. RELATED WORK

Significant research effort has been focused on the efficient
mapping of computationally heavy Convolutional Neural Net-
works on devices, leading to a number of automated toolchains
[21] [22], [23] and compression methods [11], [24], [25]. In
contrast to the CNN mapping, mapping of Recurrent Neural
Networks and their variants (LSTMs) pose different challenges
as the systems are memory-bounded.

As such, previous research aiming to address the memory-
bound limitation of accelerating the execution of given LSTM
models have focused in the reduction of either the data volume
transferred between the off-chip memory and accelerator, or
the amount of data that needs to be stored, thus enabling their
complete storage on device. Early representative works in this
area are [26], [27]. Common investigated techniques include
parameter pruning, parameter sharing, and compression using
lossy and lossless schemes. In parallel, effort has been put on
the design of accelerator architectures that support the sparsity
of the data and the computational patterns introduced by those
compression methods [10], [11].

In the case where the LSTM optimisation can be considered
during the training stage, research effort has focused on the
extreme quantization of the parameters even to binary values
[28]. However, the underlying assumption of availability of

training data prohibits the application of those approaches in
a large number of cases. Thus, effort has been placed on
approaches that can be applied post-training. ESE [10] propose
a load-balancing aware compression methodology, along-side
an FPGA-specific architecture for speech processing. The
compression scheme is based on parameter pruning and quan-
tization, where their proposed architecture can operate directly
with irregular patterns. To further address load balancing
challenges stemmed from sparse parameter matrices, [29]
and [30] propose novel sparse matrix formats, which allow
improved load balancing capabilities across the processing
elements. Nevertheless, even though the above methods do not
require a training step, access to the training data is required
for the pruning and the fine-tuning of the weights in order to
achieve minimum penalty on the accuracy. Significant perfor-
mance gains have been reported for custom hardware-based
solutions in the case where the on-chip device memory can
accommodate the parameters of the LSTM model, removing
as such the requirement of accessing off-chip memory [28],
[31]-[33]. However, such assumption severely restricts the
application of these approaches and only few works [10], [26],
[27], [34] address the general problem where the parameters of
the compressed LSTM model do not fit in the on-chip memory,
as is the case of the work presented in this paper.

Closer to this work are the works by Kouris et. al. [12] and
Rizakis et. al. [9], that propose an SVD-based refining scheme
for the approximation of the LSTM weight matrices.

The proposed work considers the more complex problem
of mapping on a computing device multiple LSTM models
that operate on synchronised inputs. The work focuses on
exploiting any redundancies within and across the parame-
ters of the models in order to produce a mapping that co-
optimised the execution of all models. Previous pruning-based
approaches can be used to further extend the impact of the
proposed work through their application on each refinement
stage, leading towards sparse computations, rather than aiming
for a structured sparsity.

VIII. CONCLUSIONS

The paper presented a framework for the efficient mapping
of multiple LSTMs on an FPGA device. By altering the
structure of the computations it allows the co-optimisation
of the scheduling of such computations and the underlying
hardware parameters, while taking into account the resource
constraints of the targeted device. The presented methodology
offers the first compression scheme across multiple LSTM
models. It offers better accuracy and performance compared
to handling each LSTM separately and can be integrated
with other existing lossy and lossless compression approaches.
Even though a structured pruning approach is investigated in
this work, the framework can be extended to allow a hybrid
approach where each tile can be expressed through a sparse
structure, allowing as such a finer design space exploration of
the performance and computation to communication ratio.
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